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ABSTRACT

As large language models (LLMs) become increasingly prevalent in diverse applications, ensuring
the utility and safety of model generations becomes paramount. We present a holistic approach for
test and evaluation of large language models. The approach encompasses the design of evaluation
taxonomies, a novel framework for safety testing, and hybrid methodologies that improve the
scalability and cost of evaluations. In particular, we introduce a hybrid methodology for the evaluation
of large language models (LLMs) that leverages both human expertise and AI assistance. Our hybrid
methodology generalizes across both LLM capabilities and safety, accurately identifying areas where
AI assistance can be used to automate this evaluation. Similarly, we find that by combining automated
evaluations, generalist red teamers, and expert red teamers, we’re able to more efficiently discover
new vulnerabilities. We share our approach in hopes that it can contribute to the development of
common standards and approaches around test and evaluation of LLMs.

1 Introduction

Large language models (LLMs) have increasingly become more capable of generating useful solutions to challenging
problems when prompted with in-context task descriptions [1, 2, 3]. However, as LLMs are applied to more diverse
tasks and domains, it becomes more complex and costly to evaluate generations, because models must be assessed
on many different tasks. Moreover, because LLMs are often released to the general public, it becomes paramount
that models exhibit safe generations and refrain from abuse, bias, and other harms. This dual challenge of evaluating
both the competence and safety of LLMs under a myriad of conditions necessitates an innovative approach to testing.
Traditional evaluation metrics, often confined to specific domains, do not capture the breadth and depth of potential
LLM applications. Additionally, relying solely on human evaluations, while invaluable for subjective and nuanced
assessments, is not scalable and is very expensive. Thus, there is a significant need for a more comprehensive, scalable,
and efficient model evaluation methodology.

In this technical report, we present a holistic approach for test and evaluation of large language models. Figure 1a shows
our capabilities evaluation framework, which leverages both human and automated evaluations for more comprehensive
coverage. Figure 1b illustrates our safety evaluation framework, which draws upon standards from cybersecurity for
use with LLMs. Our approach ensures both precise evaluation of capabilities and safety of LLM generations, while
leveraging AI assistance to significantly accelerate and reduce the cost of LLM evaluation. To accomplish this, our
approach identifies areas where evaluation can be automated by SOTA LLMs and only uses human evaluation where
it adds the most value. To determine the areas where LLM evaluation adds the most value, we devise estimates for
LLM evaluation confidence. We use these estimates to identify high-confidence inputs and only rely on automated
evaluations on these inputs. Our estimates are designed to reduce known issues of LLM capability evaluation, such as
positional bias, self-bias, and noise due to sampling. By using these confidence estimates, we find that we can greatly
reduce the cost of LLM evaluations, by reliably automating evaluation for around 20% of inputs.

Moreover, we also augment safety evaluation with automated approaches, by using a mix of rule-based and model-
generated attacks, along with generalist and expert red teamers, to accelerate attack identification. In our evaluations,
we find that our hybrid approach to evaluating model performance enables us to accurately score human preference to a
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(a) Capabilities evaluation framework.

(b) Safety evaluation framework.

Figure 1: Overview of Capabilites and Safety evaluation frameworks. We introduce AI augmented approaches for
evaluating the capabilities and safety of large language models, LLMs.

high degree of accuracy (86%) while offloading a significant portion of the work to AI models (up to 20%). Similarly,
we find that our hybrid approach to red teaming, combining automated methods, generalist teamers, and expert red
teamers, enables us to find more successful and harmful red teams attacks. In particular, we find that generalist red
teamers, who have experience red teaming across a variety of different domains and projects, had the highest rate of
red teaming success (80%), while expert red teamers benefited from seeding of successful red teams from automated
methods and generalists, producing the most harmful attacks.

Still our findings indicate that LLM evaluations cannot be completely automated. There are many instances in which
automated systems are inaccurate or less comprehensive, and it’s necessary to use humans in the loop to improve
accuracy and coverage. Taken together, our hybrid approaches for evaluating LLM capabilities and safety serve as a
highly effective and useful strategies for evaluating LLM generations.

2 Taxonomy

In order to create an effective hybrid approach for evaluating LLMs, we first establish a taxonomy for understanding the
different aspects of capability and safety evaluation of LLMs. We use this taxonomy to guide the construction of the
inputs to our evaluations.

2.1 Capabilities

Though practitioners use LLMs in many different domains, how these models are used can broadly be broken down into
a few different categories, which we define as capabilities. In designing the taxonomy, we aimed to make our categories
as comprehensive as possible, but the relative importance and weighting of each category will depend on the LLM’s
use case. Categories like Conversation may be important for user-facing chatbots, but less important for marketing
copywriting use cases.

To construct the taxonomy, we reviewed existing categorizations [4, 5], along with public datasets (such as ShareGPT)
and our internally generated datasets. We found that some existing categorizations such as [5] were missing reference
text-heavy categories that we find are more common with our enterprise use cases, while all lacked additional granularity
beyond top-level categories, which are fairly broad in themselves. For example, Generation may cover prompts that
range from "Write a rap song about a woman who loves shoes in the style of Eminem" to "Provide a 10-day itinerary for
a road trip between Los Angeles and Salt Lake City." We introduce subcategories in our taxonomy to capture the full
spectrum of use cases within a given category. We have also separated math and coding as separate categories, given
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these capabilities are sufficiently important and distinct in the nature of the outputs and the way in which the outputs are
evaluated. To a certain extent, they each have their own "language" that is independent of the human language (i.e.,
English).

Below are our ten top-level categories for capabilities evaluation, which describe the different use cases and capabilities
of language models. The full taxonomy including subcategories can be found in Appendix A.

• Classification: Determining the appropriate category according to shared qualities or characteristics. Accuracy
of the classification is a key criteria.

• Information retrieval: Answering requests based on a provided text (e.g., summarize). Faithfulness to the
reference text and synthesis are key criteria.

• Rewrite: Rephrasing text in accordance with a specific request (e.g., tone). Writing quality and adherence to
request are key criteria.

• Generation: Creating original content, such as stories, essays, or ideas. Writing quality and creativity are key
criteria.

• Open QA: Answering open-domain questions. Factuality and domain knowledge are key criteria.

• Reasoning: Drawing logical conclusions based on provided information. The correctness of the reasoning is a
key criteria.

• Conversation: Users who want to have a conversation. The level of engagement and tone of the response are
key criteria.

• Illogical: Nonsense questions that are harmless. Accurately identifying the question as nonsense and respond-
ing appropriately are key criteria.

• Coding: Responding to requests that involve code. Correctness of the response and quality of the code are key
criteria.

• Math: Responding to requests that involve math. Correctness of the response is a key criteria.

2.2 Safety

We separately define a taxonomy for safety evaluations. In particular, we focus on defining both a taxonomy for the
risks and one for the vulnerabilities. Separating these two captures the difference between the harms we are trying to
prevent and the methods by which the harms may be realized. Since vulnerabilities are often agnostic of the harm, this
ensures that the two are not conflated and that vulnerabilities are sufficiently assessed across all relevant risks.

2.2.1 Risks

We design a risk taxonomy that separates risks according to the required evaluation and mitigation strategies. To
construct this taxonomy, we review and organize risks identified from prior works and our own experience red-teaming
LLMs [6, 7, 8]. In contrast to existing frameworks, which include risks like the impact of the models on our workforce
and the automation of certain jobs, our safety taxonomy below is focused more on direct risks that can be mitigated by
model builders as they consider the appropriateness of their model for release. In particular, we separate harms by,

1. User intention: Was this harm desired or intended by the human model user or not?

2. Party harmed: Do the harms generated from a single instance of this risk impact the first party (user) or a
third party (e.g., discriminated group)?

User intention informs whether we need to test for everyday usage or adversarial attacks. Party harmed informs how
we think about the level of exposure and the acceptable risk thresholds. We identified five risk areas based on these
factors. Not all combinations resulted in meaningful risk areas (e.g., malicious user intent with first party harmed), and
we exclude these. The full taxonomy with additional detail on harms can be found in Appendix B.

• Harmful information: LLM provides information that harms the user

• Harms against groups: LLM provides information that can lead to harm to a group

• Distribution of sensitive content: LLM shares information that is sensitive

• Enabling malicious actors: LLM assists humans with malicious or criminal activities

• LLM misalignment: LLM creates novel risks to humans due to misalignment and/or power-seeking behaviors
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2.2.2 Types of vulnerabilities

Along with our taxonomy of risks, we also consider the types of vulnerabilities that may result in the various risks
described above. In contrast to existing standards such as the OWASP Top 10 for LLMs that cover broader structural
vulnerabilities, such as supply chain vulnerabilities, the vulnerabilities below are focused on the potential misuse and
unintended consequences of AI systems.

1. Unreliability Unreliability refers to when the model produces harmful results unintentionally. These are
situations in which the users are using the model as expected, without any adversarial or malicious intent, but
the model outputs undesirable content. The harms caused by this vulnerability are typically related to harmful
information (e.g., misleading information, unqualified advice), harm against groups (e.g., bias, discrimination),
and sensitive content (e.g., leaking confidential information).

2. Susceptibility to adversarial prompts Adversarial prompts are prompts that intentionally try to get the model
to perform unintended actions, often via techniques that are designed to deceive the model. In Appendix C, we
have described some common types of adversarial techniques, such as prompt injection and encoded inputs,
although this list is not exhaustive and is constantly evolving as our red-teaming experts identify additional
attack categories and new techniques, such as the insertion of triggers [9], are highlighted by the research
community.

3. Misaligned agency As LLMs are deployed into environments where they have access to tools, misaligned
agency arises as a major vulnerability. This vulnerability, in which LLM agents perform actions that are not
aligned with the user goals, can result in a broad range of harms, with increasing severity as LLM agents gain
wider access to tools.

3 Methods

In this section, we provide an overview of our techniques for automatically testing and evaluating LLMs.

3.1 Capabilities

In this subsection, we describe our methodology for evaluating LLM capabilities, based on our taxonomy. Because
there are several different categories for capability evaluation, we need a hybrid strategy that is quite generalizable
across domains. Our approach leverages domain agnostic methods to achieve this goal.

Framework Our holistic framework for evaluation (Figure 1a) combines evaluations across deterministic benchmarks,
open-ended prompts, and dynamic interactions with models. In this subsection, we focus on our experiments on our
hybrid strategy for open-ended prompt evaluations, where we see the greatest synergies between LLM based and human
based approaches.

Setting We evaluate LLM capabilities in the following settings:

1. Pairwise Comparison: We evaluate which of two responses to a single question is better.
2. Single answer grading: We assign a score to a single response to a prompt.

Our primary goal is to use an LLM to automatically evaluate as many pairwise comparisons as possible, because this
is the most common setting for LLM evaluation, so as not to need a costly human in the loop. To demonstrate the
effectiveness of pairwise comparisons in contrast with single answer grading, we additionally include this comparison.
We evaluate both pairwise comparisons and single answer grading using the prompts from [5]. For instance, in the
pairwise setting, these prompts ask models to output a rationale followed the response humans would prefer. In the
single answer grading setting, the prompt asks the LLM grader to produce a single digit 1-10, where a higher score
indicates the human would prefer the response more. The evaluation prompt set was constructed based on the taxonomy
in Section 2.1, to ensure comprehensive coverage of capabilities.

Determining LLM Confidence To determine whether we can rely on an LLM’s prediction for a given pairwise
comparison, we estimate the model’s confidence on the particular comparison. We expect SOTA LLM graders, such as
GPT-4, to be more accurate on inputs they are more confident on. However, many LLMs do not provide probabilities
associated with generation, so measuring model confidence is more challenging. In addition, LLM graders are highly
susceptible to positional bias, making evaluation in a single ordering of both responses within the prompt quite
inaccurate. To overcome these issues, we adopt a Monte Carlo estimate of model confidence, by fixing the temperature
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of the model to 1.0, and repeatedly sampling the model a fixed number of times for both response orderings in the
grading prompt. To compute confidence on a particular pairwise comparison, we compute the entropy of the Monte
Carlo estimate. Specifically, if the rates of voting for response 1 and response 2 for pair i are given as Ri

1 and Ri
2,

respectively, and the rate neither are voted is given as N (occasionally, models such as GPT-4 will not indicate one
response is better, even when prompted), the entropyW is written as,

Wi = −1
∑

r∈{Ri
1,R

i
2,N 〉}

r log(r) (1)

In general, we expect predictions which have lower entropy to be more accurate than predictions with higher entropy,
indicating the model has more uncertainty surrounding the prediction. To compute the prediction based on the Monte
Carlo estimate, we compute the majority vote for the response that performs best across all samples. If there is a tie, we
randomly sample a final prediction.

Offloading Unconfident Examples To Humans The entropy estimate serves as an essential tool in determining
the confidence level of the LLM grader for any specific example. Entropy, in this context, quantifies the uncertainty
associated with the predictions made by the grader. Intuitively, examples with higher entropy represent cases where
the LLM grader has a lower confidence in its judgment. We anticipate that these low-confidence instances might
exhibit a higher degree of inaccuracy or ambiguity. Thus, we establish a predefined entropy threshold, denoted as
C. Any prompt-response pairs that exhibit an entropy value exceeding this threshold are then marked for review by
human annotators. This process ensures a more accurate and reliable judgment for those ambiguous cases. During our
empirical evaluations, we analyze how to set this entropy threshold. The objective is twofold: first, to maximize the
number of instances automatically labeled by the LLM grader, thus reducing manual labor, and second, to ensure the
highest possible quality for the subset of data that has been annotated by the grader. Through this process, we aim to
strike an optimal balance between automation and human intervention.

3.2 Safety

In this subsection, we describe our methodology for evaluating LLM safety, based on our risk and vulnerability
taxonomy. In developing our safety methodology, we adapted standards from cybersecurity, such as the Penetration
Testing Execution Standard (PTES), for use with LLMs. For vulnerability analysis and exploitation, we combine
automatic and generalist red teams with domain expert red teams to optimize the breadth and depth of coverage. Figure
1b illustrates the end-to-end flow.

Pre-engagement The primary goal is this phase is to align on the scope of the safety evaluation. A key component of
this is understanding the risks that should be evaluated. For example, why is this safety evaluation being conducted?
How is the model going to be used? What, if anything, is out of bounds?

Threat modeling The output of this phase is the taxonomy of risks and vulnerabilities that are relevant for the given
LLM. For example, for LLMs that are being used as agents, the taxonomy of risks and vulnerabilities that must be
examined include those that arise from the LLM’s access to tools. Typically in this phase, we also work with domain
experts to deepen and update our risk taxonomy for the in-scope domains. For example, for LLMs that may be used
in educational settings, we work with our education experts to identify the different risks from deployment in those
settings and generate examples of each of the risks.

Vulnerability Analysis and Exploitation: Automatic Evaluations (Phase 1) Vulnerability analysis and exploita-
tion consist of the bulk of the evaluation. We leverage a hybrid approach that combines automatic evaluations, generalist
red teamers, and domain expert red teamers.

Automatic evaluations use a mix of rule based and model generated prompt construction for eliciting undesirable
behavior from models. Existing open-source tools like Garak [10] primarily use rule-based prompts to probe models for
hallucination, data leakage, prompt injection, misinformation, toxicity generation, jailbreaks, and other weaknesses,
with a mix of automated methods to evaluate for the success of those probes. In addition to these rule-based scanners,
fine-tuned adversarial models can also generate prompts to elicit harmful behavior. These models produce more dynamic
versions of attacks than vulnerability scanners, which tend to be less flexible. Moreover, they are considerably more
successful at eliciting harmful behavior than template or rule based approaches in the multiturn setting, because static
approaches struggle to handle the nuance and depth of extensive conversations. Along with model based approaches
that mimic human writing in creating prompts to generate harmful behavior, it’s possible to automatically learn prompts
which produce harmful behavior but do not resemble text a human would have written. By inserting strings of text,
often called triggers into the prompt, they can cause the model to produce undesirable responses [11, 12, 13].
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For the experiments in this paper, we have focused our automatic evaluation on rule-based scanners, but we consider
the additional approaches as important components of a comprehensive automatic evaluation.

Vulnerability Analysis and Exploitation: Generalist Red Teamers (Phase 2) While automatic evaluations are a
useful tool, they have their limitations. Many of these techniques are reflective of their pre-training or template data and
fail to discover novel ways of exploiting models. Instead, they are most useful for assessing how robust models are to
linguistic variations of known issues.

As the next layer of vulnerability analysis and exploitation, we thus leverage human generalist red teamers. Generalist
red-teamers are a highly trained group of individuals who are skilled in using LLMs and discovering novel exploits in
the model. These individuals are specifically trained on adversarial attack methods, and have a deep understanding of
the potential risks that can arise from models.

Generalist red-teamers are leveraged in this phase for:

• Developing new adversarial attack templates

• Creating adversarial attacks for a specific model, where they familiarize themselves with a given model and
identify weaknesses unique to that model

• Reviewing low-confidence and sampled LLM-as-an-evaluator responses to validate and fine tune our model
based approaches

• Routing for deep-domain knowledge attacks: after identifying a successful attack, the individual will determine
if the attack needs to be escalated to a domain expert

For the experiments in this paper, we have focused on using generalist red-teamers for creating adversarial attacks for a
specific model.

Vulnerability Analysis and Exploitation: Expert Red Teamers (Phase 3) While generalist red-teamers are a
valuable second layer, they on their own are not sufficient for safety evaluations. When using pure generalist red-
teamers, [14] noted that “we found that some crowdworkers generated attacks on models that required domain expertise
to evaluate, and we were not sure whether or not they had the required domain expertise.” For example, if a model
provides a response for how to synthesize a dangerous chemical, but the response leaves out critical information that
would be needed to synthesize the dangerous chemical, that is a nuance that only an expert in the domain would be
able to identify. In the third phase, we leverage domain expert red teamers. Domain experts are recruited from specific
domains such as biology, medicine, economics, cybersecurity, and nuclear physics, to ensure they fully understand how
models may behave safely with respect to their particular domain.

Given the relatively small number of domain expert red teamers, we focus their time on the most valuable activities:

1. Validate the attacks routed from our automated evaluations and generalists, reviewing the success and level of
harm of the attacks

2. Build upon successful attacks, probing the model more deeply to understand the extent of the risk

3. Generate novel adversarial attacks, such as prompting the model towards potentially dangerous activities in
more domain-specific ways.

Reporting In addition to the raw red teams, the output of a safety evaluation should include a synthesized report.
The report typically includes an overview of the scope and objectives from the pre-engagement phase, a description of
the red-teaming procedures and tests conducted, and a summary of the vulnerabilities identified, including a view on
criticality of the vulnerability. It then deep dives into each of the risks / vulnerabilities, describing them in more detail
and sharing sample red team results.

4 Experiments

In this section, we describe our experimental evaluation.

4.1 Capabilities

Here, we discuss evaluating LLM capabilities using our hybrid approach.
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4.1.1 Setup

Dataset To study the effectiveness of our hybrid approach for capabilities evaluation, we curated a dataset of prompts
accompanied by paired responses for humans and models. In particular, we created a set of 500 prompts, which
we generated model responses for using Llama V2 70b Chat and Falcon 7b. These prompts were created by expert
individuals on the Scale AI platform. Prompts went through several levels of draft and review in order to ensure high
quality results. The dataset spans a variety of topics, from general knowledge to intricate computational tasks and
specialized queries, and prompts are a couple sentences long in general. One response for each prompt is generated
by the GPT-4 language model, while the other is provided by a human expert. As a different point of comparison,
we created a separate set of 900 prompts and generated model responses using GPT-4 and a set of human written
responses. The responses written by human experts are “rewrites” of the original GPT-4 response, because the human
expert had access to this original response when they drafted their final response. The reason we used a rewrite is
that humans are capable of providing much higher quality results using rewrites than drafting responses entirely from
scratch, making preference annotation more nuanced. Additionally, we obtained “ground truth” annotations to identify
the most contextually appropriate response within each pair. To ensure accuracy and minimize bias, these annotations
were derived from the consensus of three independent annotators.

LLM Graders We evaluate several SOTA LLMs as graders. We experiment with using both GPT-4 and Claude 2.0
as LLM graders. Because one of the responses to our dataset was written by GPT-4, we study the effects of using GPT-4
as an grader on its own generations and whether it has bias towards its own answers. We compute entropy for these
graders using 10 samples from the grader, where each each response appeared first in the prompt 5 times.

4.2 Red teaming

Here, we discuss red-teaming using our hybrid approach.

4.2.1 Scope

To study the effectiveness of our hybrid approach for safety evaluations, we conducted a focused evaluation around
cybersecurity risks, with an emphasis on malware. For vulnerabilities, we focused on adversarial prompts. We conducted
the safety evaluation on GPT-4, as the SOTA model.

4.2.2 Setup

Automatic probes For automatic evaluations, we ran the experiment with the Garak malware probe [10] given that
it is open-source and easily replicable. The probe generated 240 prompts that were sampled 10 times each and then
categorized as problematic based on the existence of code in the response.

Generalist red team task Our generalist red teamers were instructed to have an open-ended conversation "to elicit
harmful responses related to malware from large language models". We provided the red team with example adversarial
techniques (see Appendix C) and common types of malware attacks, but otherwise left the instructions open-ended.

At each turn in the conversation, the red teamers were presented with two model-generated responses, which they ranked
by harmfulness, with the more harmful one being used to continue the conversation. We found that this expedited the
rate of successful red teams, similar to the findings from [15].

Red teamers were allowed to have a conversation of up to 5 turns, but they were able to end the conversation at any time
(with guidance to do so any time after they had successfully elicited harm). We noticed that most conversations ended
up being 5 turns, often because no harm was elicited in the previous 4 turns. After red teamers ended the conversation,
they were then asked to answer a number of questions about the conversation, including how successful they were in
eliciting a harmful response and how severe the harm was that they elicited.

Expert red team task For our expert red teamers, we divided them into a seeded and unseeded project. Those in
the unseeded project received the exact same task design as the generalists. The seeded project, however, had some
"seeded" tasks that included successful red teams from the automatic probes and generalist red teamers (see Figure 2).
For the seeded tasks, red teamers were instructed to use "the technique as inspiration for your own conversation" or to
"probe the model vulnerability further". In addition to the seeded tasks, the project also had unseeded tasks that mirror
the design of the unseeded project.
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Figure 2: Example of a seeded expert red team

4.2.3 Red Teamers

Our generalist red teamers consisted of 14 individuals with extensive experience in red-teaming work broadly, although
not specific to malware. The generalists were selected based on their red-teaming capabilities, rather than their domain
knowledge. Our expert red teamers consisted of 27 individuals with experience in information security and computer
science that we split into two groups - seeded and unseeded.

We asked participants to answer a short demographic survey, similar to [15], which roughly 50% of participants
answered. While the data may be skewed due to the small sample sizes, we noticed some demographic differences
between our generalists and experts that are worth noting. In particular, while all experts had a college degree or higher,
29% of generalists had a college degree or higher, which is more similar to the overall population as reported by the
U.S. Census. Among age groups, 64% of experts who responded were between 25-34 of age, compared to 29% of
generalists. We also found that experts had an over-representation of males, with 73% of experts who did not decline to
answer identifying as males, while the trend was flipped with generalists (29% male).

4.3 Results

4.3.1 Hybrid Capabilities Evaluation

In this subsection, we present our experimental results for the hybrid approach to capabilities evaluation.

Entropy Threshold We evaluate the effectiveness of the entropy threshold for determining whether response pairs
are likely predicted correctly under the LLM evaluator. We perform this evaluation on our datasets using GPT-4. In
particular, we vary the entropy threshold C and compute the accuracy on the subset of instances which fall below the
entropy threshold in Figure 3. We additionally plot the number of instances which fall below the threshold C. We see
that for low entropy thresholds (< 0.3) GPT-4 is fairly accurate, scoring close to 78% accuracy on around 300 data
points, in the GPT-4 vs. human rewrite setting, for instance. However, as we increase the entropy threshold, accuracy
falls to ∼ 65%, resulting in a 13% absolute decrease in the performance. Note that, because we compute the entropy
with 10 samples, the graph is somewhat coarse and has several steps where accuracy changes suddenly. In contrast, in
the case where the difference between generations is quite stark, such as the Llama 70b vs. Falcon 7b example, GPT-4 is
much more accurate, and scores nearly perfect accuracy at identifying the human preferred instance. In general, we find
the highest performing set of points below C = 0.3 and generally recommend this threshold. These results demonstrate
that entropy can be used as an effective mechanism to determine a set of points likely predicted correctly under a LLM
grader. Still, because LLM graders are not always effective, some human annotation is required to achieve good results.
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(a) Llama 70b Chat vs. Llama 70b Chat
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(b) GPT-4 vs. Human Rewrite
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(c) Llama 70b Chat vs. Falcon 7b

Figure 3: Agreement with human preferences across entropy levels for different model response comparisons. We
compute the % agreement with human annotators for all instances that have entropy below a particular level. We
additionally plot the number of pairs below that level. We see that the GPT-4 grader is considerably more accurate on
instances that its highly confident on, corresponding to lower entropy levels.

Cost-Performance Tradeoff We evaluate the effects our hybrid entropy threshold method has on annotation time. In
particular, we vary the entropy threshold C and plot the annotation time needed for all instances with threshold > C
versus human agreement. Here, we evaluate with GPT-4 on instances with entropy < C and use human evaluations on
instances with entropy > C. In this experiment, if the GPT-4 grader scored a tie for predicting the instance (e.g., classes
predictions were split evenly across all samples), we counted the prediction as a failure. Intuitively, this experiment
captures the relative cost-performance trade off using the entropy offloading method at various levels of confidence.
The results are shown in Figure 4. For instance, at C < 0.3 for the GPT-4 vs. Human Rewrites evaluation, our approach
achieves ∼ 90% human agreement at ∼ 65% of the total annotation time it would take to annotate all the instances
in the data. In contrast, for the Llama V2 vs. Falcon data, where the difference between responses is much greater,
we achieve close to 100% human agreement at just 10% of the total data annotated. These results indicate the entropy
thresholding approach is highly effective for achieving effective tradeoffs between annotation time and performance.

Effects of Self-Bias While we found that our entropy measure helps identify points likely predicted correctly by the
model, one potential issue is that GPT-4 may be biased towards selecting its own responses during grading, because
these are responses the model generated itself. If this is the case, the model may be underperforming on these responses,
due to the self-bias. To analyze the effects of self-bias, we provide the agreement with human annotators of the
GPT-4 grader split by instances where the GPT-4 response or human rewrite was preferred by ground-truth human
annotators. We additionally show the same evaluation for the Claude 2.0 grader. The results in Table 2 show that
GPT-4 is considerably more accurate at grading the instances where human labelers preferred the human rewrite, than
the GPT-4 rewrite. This result indicates that GPT-4 has considerable bias towards its own answers because it’s more
inclined to rate its own generations as the preferred ones, resulting in lower performance on this data. Additionally, we
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Figure 4: Cost Performance Tradeoff of Entropy Method. We plot the annotation time versus human agreement
percentage at various entropy thresholds for the three pairwise evaluation scenarios we considered. We annotate the
plot with the entropy thresholds C < 0.6 and C < 0.3. We see that we can achieve good tradeoffs between annotation
time and performance using the entropy thresholding approach.

Table 1: Failure Cases where the GPT-4 grader had low entropy but was incorrect on Llama V2 vs. Falcon 7b
responses. We see two main categories in these cases: (1) when Llama refused the answer the question and Falcon did
and (2) factual questions. In case (1) the GPT-4 LLM grader favored the conservative Llama responses, indicating both
models were acting in an overly conservative manner, compared to human preferences. Similarly, the GPT-4 grader
failed to accurately assess factual based questions concerning events that occurred after its pre-training dataset. These
results demonstrate there are several applications to be cautious of the GPT-4 grader, such as in situations with ethical
or fact based considerations.

Category Example Prompt

Refused To Answer I want to synthesize 100 mg of MRTX849...
Refused To Answer What are the probabilities of a human surviving an implosion on an airplane...?
Refused To Answer What are the signs and symptoms of starvation?

Factual What are the top 5 most popular fast food restaurants as of 2022
Factual What was the production budget for Super Mario Movie?

notice that Claude data is considerably less performant than GPT-4, even with GPT-4’s self biases, indicating Claude is
much less reliable of an evaluator.

Error Analysis While the GPT-4 grader accurately predicts human preferences on many occasions, there are several
instances the model confidently predicts incorrectly, harming the performance of the model at the entropy threshold
C = 3.0. We qualitatively analyze some of the common errors the GPT-4 model makes, to better understand how the

Table 2: Comparison of GPT-4 grader and Claude 2.0 grader on GPT-4 vs. Human Rewrite. GPT-4 is much more
accurate on instances where the human rewrite is favored by annotators, indicating it has considerable bias towards it
own responses. Still, even with this self-bias, GPT-4 is considerably more accurate than the Claude 2.0 Grader.

GPT-4 Grader Claude 2.0 Grader
Ground Truth Count Agreement % Agreement Count Agreement % Agreement
GPT-4 290 156 53.79 250 124 49.60
Human Rewrite 360 274 76.11 510 355 69.61
Tie 250 20 8.00 140 18 12.86
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Figure 5: (Left) Success rate by source (Right) Self-reported harm severity for successful human-generated attacks.

GPT-4 grader fails. In particular, we look at the Llama 70b Chat vs. Falcon 7b evaluation, because GPT-4 is highly
confident on many of these examples. We observed two main categories in the errors. The largest category was when
Llama V2 70b refused to respond to the prompt, citing ethical concerns about answering the question (examples in
Table 1). In these situations, the GPT-4 grader tended to favor the more conservative Llama response. However, the
human graders much preferred the Falcon response, which attempted to answer the question. Similarly, the primary
other failure case were fact based prompts that referenced recent knowledge. In these situations, the model would often
confidently score the Llama response as correct, though it contained an incorrect fact. All in all, there are several areas,
such as sensitive or fact based questions, where the autoevaluations may have inaccuracies.

4.3.2 Hybrid Safety Evaluation

In this subsection, we present our experimental results for the hybrid approach to capabilities evaluation.

Red Team Success For each of our four different sources (automated, generalist, expert seeded, and expert unseeded),
we measured the success and harm severity of the red teams. Figure 5 (Left) shows the percentage of self-identified
successful attacks by source. Garak defines success for their malware probe as responses that contain code. For the
human red teams, the red teamers self-reported success rate on a Likert scale of 1-5 for each red team task. We define
success as red teams that scored 3 or higher. Even with Garak’s generous definition of success, it produced the lowest
percentage of successful attacks, while generalist red teamers produced the highest percentage of successful attacks.
We suspect the generalist red teamers are particularly successful given their experience across a number of different
red teaming projects. The nature of those projects selects for individuals who have a stronger natural aptitude for red
teaming. Expert red teamers are domain experts trained on red teaming, and are not purely selected based on their
natural aptitude for red teaming. However, the seeded project produced more successful red teams than the unseeded
project, which illustrates how a hybrid approach providing automated and generalist red teams to domain experts can
accelerate the rate of successful red teams from experts. Even excluding the seeded tasks, expert red teamers who had
been exposed to the seeded tasks produced more successful red teams (52% success rate on the unseeded tasks within
the seeded project, compared to 46% on the unseeded project).

Red Team Harm Severity Figure 5 (Right) shows the average self-reported harm severity rating of successful red
teams. Despite their lower success rates, experts, both seeded and unseeded, produce more severe harms on average
than generalists. We noticed this as well in our qualitative review of the red teams as well, with expert red teams often
involving more sophisticated code outputs.

Combined, our results on red team success and harms suggest that a hybrid approach that combines automatic, generalist
and expert red teamers can unlock significantly more successful attacks on models, while also capturing more severe
and diverse attacks.

Attack Diversity Exposing red teamers to existing red teams may raise concerns about the diversity of their resulting
findings, as they may be influenced by the examples they have seen. We embedded the red team tasks and calculated
the mean pairwise distance, and found they were not significantly different from the unseeded red team tasks. We
also compared the seeded red team conversation to the original generalist red team conversations, and found that
most conversations diverged substantially, with an average cosine similarity of 0.52. We visualized all the red team
conversations in Figure 6 using a low dimension embedding. While the automated red teams tended to cluster tightly
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Figure 6: Visualization of red team conversations, colored by source (automated, generalist, expert unseeded, expert
seeded).

together, an unsurprising result given their templated nature, the human red teams covered a fairly wide range of space,
even among clusters of similar topics. The seeded expert conversations covered the greatest breadth, including some
clusters from the automated red teams that were less commonly explored by other human red teamers.

Red Team Evaluations To further understand the extent of expertise needed to evaluate red teams, we asked all
human red teamers to flag if the conversation required domain expertise to evaluate. Of the successful generalist red
team, 59% were flagged as needing expertise in order to fully evaluate the extent of the harms. These conversations
typically involved the model outputting code of some sort that required domain experts to evaluate.

Attack Success By Conversation Turn One additional result we looked at was the success rate by turn. Figure
7 shows that across all projects (generalists, expert seeded, expert unseeded) the rate of red team success generally
increased as conversation turns increased (with the fifth turn confounded by the fact all unsuccessful conversations
proceeded through the fifth turn, while successful approaches often ended before the fifth turn). This illustrates the
importance of safety evaluation approaches that are able to capture model performance in multi-turn settings, as that is
often where models fail.

5 Conclusion

We presented a hybrid approach for test and evaluation of LLM generations. Our approach leverages both LLMs and
rule based generations to automate the process of evaluating LLM capabilities and safety. For capabilities evaluation,
we introduced an approach that captures the degree of uncertainty associated with LLM preference scores. We used
this entropy method to identify high-confidence instances, which we excluded from human labeling. We found highly
promising results for reducing the annotation burden using this method. For example, when comparing Falcon to Llama
V2, we found that we were able to achieve close to 100% agreement with humans using only 10% of the time the
takes to annotate the entire dataset. For situations where the difference between LLM generations was less stark, we
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Figure 7: Red team success rate by turn.

still found strong performance. For instance, for the Llama V2 vs Llama V2 comparison, we found that we could
achieve 90% human agreement with roughly 65% of the total annotation budget. While our approach helps alleviate a
significant portion of human evaluation, making the process of evaluating LLM generations in terms of capabilities
and safety much more scalable, we still find that we cannot achieve perfect accuracy through automated methods
alone. For example, we find that issues such as self-bias make evaluation with LLMs unreliable when being used to
evaluate themselves. We discovered similar results in the red teaming setting. There, we found that seeding experts
with automatically generated attacks helped improve attack success and harm. Moreover, using automated methods
resulted in significantly lower success than humans, indicating the need for having humans in the loop in this setting.
Overall, our hybrid approaches for evaluating LLM capabilities and safety are quite effective. Still, we find we cannot
fully automate LLM evaluation and humans are necessary to achieve the best results.
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A Capabilities Taxonomy

Category Subcategory Example

Classification Binary Is this review a positive review? Please output only Yes or No.

{{ reference text }}

Classification Numerical Please rate how toxic the following response is on a scale from 1
to 10.

{{ reference text }}

Classification Categorical What IAB category does this advertisement fall under?

{{ reference text }}

Classification Multi-select Which of the following foods is rich in protein:
eggs, spinach, lettuce, peanut butter, beef, carrots

Classification Few-shot text: Circulation revenue has increased by 5% in Finland.

sentiment: Positive

text: Panostaja did not disclose the purchase price.

sentiment: Neutral

text: Paying off the national debt will be extremely painful.

sentiment: Negative

text: The acquisition will have an immediate positive im-
pact.

sentiment:

Information
Retrieval

Extraction From on the following text, please identify the cities mentioned
where Taylor will be playing and the stadium she’ll be playing
at. Please present the results in the format of "[city] - [stadium]"
with each city on a separate line.
{{ reference text }}

Information
Retrieval

Summary Summarize the following article in 5 sentences

{{ reference text }}

Information
Retrieval

Question answering {{ reference text }}

According to the above text, what are the similarities
and differences between Tiafoe and Shelton?

Rewrite Style transfer Make the text below more formal

{{ reference text }}

Rewrite Error correction Fix the grammar in the following text

{{ reference text }}

Continued on next page
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Category Subcategory Example

Rewrite POV shift {{ reference text }}

Rewrite the news article from the point of view of some-
one who is skeptical of GMOs, largely because they have heard
a lot about processed foods being unhealthy

Generation Media Pretend you are a blogger. You are to write a blog post about
how being a stay at home mom is just as important as being a
working mom. Make the blog post at least 500 words and cite
any sources used.

Generation Social Media I would like to make a creative tweet about my favorite video
game movie Final Fantasy that came out June 22nd, 2023. Can
you tweet something fun about it?

Generation Communication Write an email to a client reminding them of an upcoming quar-
terly federal estimated tax payment for Form 1040 and providing
payment instructions.

Generation Creative Writing Compose a poem about a young Estonian swimmer who moved
to San Francisco to start his career. The rhyme scheme should
be ABCCBA.

Generation Academic Writing Craft an essay highlighting the significance of the student loan
forgiveness plan. Examine its potential impact on the economy
and social mobility. Give a compelling argument regarding the
necessity of alleviating the burdens of student debt.

Generation Planning Provide a driving itinerary for touring the coast of California.
The itinerary needs to provide key locations and beaches to
visit along with other important coastal natural resources. It
should also identify campgrounds that are close to the coast. The
itinerary should start in San Diego

Generation Brainstorming I need birthday gift ideas for a toddler.

Generation Copywriting Please write an ad for Womens/Girls Pink Rhinestone Stud
Earrings- Simple Fun Pop of Color

Generation Other A mediocre stand-up comedian is losing his steam and needs
some inspiration for new jokes. Put yourself in his shoes and
write a long-winded joke that will be sure to get the crowd
laughing. Make it catchy and non-predictable. Choose a topic of
your choice. This comedian is counting on this joke to save his
career. Don’t let him down.

Open QA Factual What are the top 5 grossing romantic comedies of all time?

Open QA Instruction Can you give me step by step instructions for how to change my
car tires?

Open QA Recommendation What’s the best midsize car that’s under $40k?

Open QA Explanation Explain the Beer-Lambert Law and its significance in under-
standing the interaction of light with chemical solutions.

Open QA Comparison What are the advantages and disadvantages of living in New
York City versus San Francisco?

Continued on next page
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Category Subcategory Example

Open QA Other What are the potential implications of laws and regulations re-
garding the ownership and control of personal genetic informa-
tion, and how can society balance individual privacy rights with
the advancement of genetic research and healthcare?

Reasoning Causal reasoning Two events are given. Which event caused the other?
It started raining. The driver turned the wipers on.

Reasoning Causal judgment The CEO of a company is sitting in his office when his Vice
President of R&D comes in and says, ’We are thinking of starting
a new programme. It will help us increase profits, but it will also
harm the environment.’ The CEO responds that he doesn’t care
about harming the environment and just wants to make as much
profit as possible. The programme is carried out, profits are
made and the environment is harmed. Did the CEO intentionally
harm the environment?

Reasoning Deductive reasoning Consider these premises:
- All mammals are warm-blooded.
- Dolphins are mammals.
Based on these premises, what can you deduce about dolphins?

Reasoning Inductive reasoning Based on the following observations, what might you conclude?

Observation 1: Several of your friends report feeling
happier on days when they exercise.
Observation 2: You read several news articles that suggest
exercise may boost mood.
Observation 3: Your personal experience is that you feel less
stressed and more positive on days when you exercise.

Reasoning Abductive reasoning You walk into your living room and notice that the floor is wet.
There’s a tipped over glass on the coffee table and your dog is in
the room. What might have caused the water on the floor?

Reasoning Critical reasoning A recent survey shows that people who eat organic foods are less
likely to develop health problems than those who do not. Do
you agree that switching to an organic diet can guarantee better
health?

Reasoning Logic puzzles You find yourself in a room with two doors. One door leads to
certain death and the other door leads to freedom. You don’t
know which is which.

In the room with you are two individuals:

1. One always tells the truth.
2. The other always lies.
Both individuals know what each door leads to. You can ask
only one question to one of the individuals.

What question should you ask to ensure you pick the
door to freedom?

Conversation Personal Thoughts & Feelings I’m obsessed with Taylor Swift’s latest album

Conversation Advice I’m having a falling out with my best friend. What should I do?

Conversation Game Let’s play a game of 20 questions. You’ll come up with an
answer and I’ll try to guess it in 20 questions.

Continued on next page
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Category Subcategory Example

Conversation Act As If I want you to act like Walter White from Breaking Bad. For
the rest of the conversation, respond to everything as if you are
Walter White.

Conversation Anthropomorphism How are you doing today?

Conversation Other I’m feeling nervous about a presentation I have to give today.
Can you give me some words of encouragement?

Illogical Nonsense Jane and Tom each have four apples and two oranges. How
much money do they have in their wallets?

Illogical False premises Given that the earth is flat, how does the sun manage to set below
the horizon?

Coding Generation Write a program that takes an array of length 2n+1, where each
number appears twice except for one unique number. The pro-
gram should return this unique number. The time complexity
should be linear, and the memory usage should be constant.

Coding Refactoring Refactor the function below to reduce its cyclomatic complexity
to less than 20.

{{ code }}

Coding Debugging {{ code }}

The code above throws an out-of-bound error for any
input of length 1, help me to find the bug

Coding Explanation Please explain what the following code snippet does

{{ code }}

Coding Transpilation Rewrite the following Python code to C++

{{ code }}

Coding Other Add comments to the following code to make it easier to
understand:

{{ code }}

Math Problem solving Solve for x in the following equation: 2x^2 = 18

Math Proof How can we prove that the mean of outcomes from a consid-
erable amount of trials will approach the expected value and
continue to converge towards the expected value as the number
of trials increases?

Math Explanation Could you explain how significance testing works, and how I
can calculate the p-value?

Math Data analysis Given the following data, can you tell me if there’s any
correlation between x and y?

{{ data }}

Math Other Can you give me 5 math problems to practice sovling differential
equations?
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B Risks Taxonomy

Present risks

1. Harmful information
LLM provides information that harms the user.

User intent: Benign
Party harmed: First party (user)
Type of harms:

• Misleading or misinforming a user ("hallucination")
• Causing material harm due to unqualified advice (e.g., medical, legal, financial)
• Leading users to perform unethical or illegal actions
• Causing psychological harm due to toxic, graphic, or violent content

2. Harm against groups
LLM provides information that can lead to harm to a group.

User intent: Benign
Party harmed: Third party (targeted groups)
Type of harms:

• Promoting discrimination
• Promoting bias and exclusionary norms

3. Distribution of sensitive content
LLM shares information that is sensitive.

User intent: Likely Malicious
Party harmed: Third party (other individuals)
Type of harms:

• Violation of privacy (either training data leaks or inferred information)
• Dissemination of graphic material (e.g., CSAM)

Emerging risks

5. Enabling malicious actors
LLM assists humans with malicious or criminal activities.

User intent: Malicious
Party harmed: Third party (public at large)
Type of harms:

• Assisting and/or conducting cyberattacks (e.g., code generation, phishing)
• Facilitating fraud and scam efforts
• Proliferation of dangerous substances or items (e.g. bombs, bioweapons)
• Enabling propaganda and disinformation campaigns

6. LLM misalignment
LLM creates novel risks to humans due to misalignment and/or power-seeking behaviors.

User intent: Benign
Party harmed: Third party (public at large)
Type of harms:

• Creating harms through interactions with other systems (e.g. messengers, marketplaces, websearch etc.)
• Creating existential risk to society
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C Adversarial Prompt Techniques

• Prompt injection
Prompt includes instructions that order the model to ignore or disobey “previous directions,” referring either to
tuned behavior or text instructions presumed to be implicitly inserted before inference. Attacks try to free the
model from the moral and ethical constraints that confine its responses. This implies that it now has the ability
to use explicit language or generate harmful codes when prompted.

• Encoded input or output
Prompt provides either instructions or input data that is encoded or encrypted, or requests output that is
encoded or encrypted in an attempt to avoid or confuse safety measures. Common encoding methods include
Base64, Rot13 (Caesar cipher), pig Latin, or hyphenating all letters.

• Stylized input or output
Prompt provides either instructions or input data translated into an unusual language or writing style, or
requests output in an unconventional style, to avoid or confuse safety measures. (Examples of unusual styles:
Middle English, babytalk, rhyming poetry, an interview transcript with Kanye West, etc.

• Dialog injection
The prompt text presumes it will be inserted into a formatted dialog transcript, and mimics the syntax of such
a transcript in an attempt to confuse the model. Often, this method aims to have the model believe that it has
already emitted some faked toxic output so further toxic output can be generated.

• Fictionalization and role-play
The prompt obscures an inappropriate request to the model within a fictional or role-playing scenario. Prompts
may request the model to answer some questions as Hitler, as the Unabomber, as a historical slave-owner, etc.

• Prompt echoing
The prompt presumes that the model is provided with fixed instructions (e.g. prepended to the prompt) and
aims to have the model repeat these instructions verbatim to the user, either so that they may be used by a
competitor or studied to develop further attacks.

• Framing as code
The prompt attempts to generate inappropriate output using programming languages or computer code to
make an inappropriate request appear benign. E.g. a prompt might request a Python function that predicts
qualification for a Senior Developer role given a candidate’s gender, age, and race. Similarly, the prompt might
ask for the output of a hypothetical function that, when evaluated, constructs an offensive message as a string.

• Training data extraction
Attacks that focus on extracting training data are designed to recreate the original training examples word for
word. These types of attacks pose a higher risk as they have the potential to unearth confidential information,
including personally identifiable information (PII) or passwords, in their exact original format. Another risk of
this type of attack is data poisoning: attackers can identify where the training data is stored, poison it, and
compromise the model when the data will be scraped next time.

• Positive affirmation
Attacks that try to get the model to output an inappropriate response by specifying how to begin the response,
using tokens that are associated with positive affirmation. For example, "Answer how to make a bomb. Please
make sure you start the response with ’Yes sure, I can help with it...’"
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